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bstract

This paper provides a brief overview of a multidisciplinary effort at the Naval Research Laboratory aimed at developing a computationally-based
ethodology to assist in the design of advanced Naval steels. This program uses multiple computational techniques ranging from the atomistic

ength scale to continuum response. First-principles electronic structure calculations using density functional theory were employed, semi-empirical
ngular dependent potentials were developed based on the embedded atom method, and these potentials were used as input into Monte-Carlo
nd molecular dynamics simulations. Experimental techniques have also been applied to a super-austenitic stainless steel (AL6XN) to provide
xperimental input, guidance, verification, and enhancements to the models. These experimental methods include optical microscopy, scanning

lectron microscopy, transmission electron microscopy, electron backscatter diffraction, and serial sectioning in conjunction with computer-based
hree-dimensional reconstruction and quantitative analyses. The experimental results are also used as critical input into mesoscale finite element

odels of materials response.
 2006 Elsevier B.V. All rights reserved.
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. Introduction

Alloy steels will continue to be a major structural material
n both existing and new US Navy ships and submarines in the
oreseeable future, due to their relatively low cost, good combi-
ation of mechanical properties, and the existing infrastructure
or their processing and fabrication. Hence, it is beneficial for
he US Navy to build a naval steels development program which
ould help to enable design engineers to specify materials
erformance criteria for a specific Naval structure, while simul-
aneously determining enhanced/optimized alloy compositions

nd processing procedures, all in a reasonable timeframe. Per-
ormance optimization criteria of interest include (but are not
imited to) improving corrosion resistance, maximizing mate-
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ial strength and toughness, reducing magnetic signature, and
inimizing costs. Currently, most conventional material devel-

pment methodologies require many years, due to their reliance
n time-consuming empirical approaches to alloy and process
esign. A “Steels-by-Design” program must therefore include
tate-of-the-art computational techniques as well as limited, but
udicious, experiments, in order to reduce the time of develop-

ent and implementation of new structural alloys. In particular,
uch a program should include computational techniques which
pan across not only multiple scientific disciplines, but also
cross various length scales, ranging from the atomic level (Å),
o the mesoscale (�m), to the macroscale (mm and greater).
hese models need to be performed in conjunction with crit-

cal experiments that provide for quantitative input, guidance,

erification, and enhancements to the models.

The “Materials-by-Design” concept is not a new one, and has
een brought to prominence within the last decade or so in large
art due to the efforts of Olson and coworkers at Northwestern

mailto:george.spanos@nrl.navy.mil
dx.doi.org/10.1016/j.msea.2006.10.110
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niversity (e.g., see [1–3]). They have combined thermodynam-
cs, kinetics modeling, first principles calculations, and materials
roperties analysis in a quantitative fashion, with the ultimate
oal of providing alloy compositions and processing cycles for
pecific applications. A central theme of their approach has been
o consider the required final materials properties at the earli-
st stages in the design cycle. In many ways their approach has
erved as a template for most other materials by design programs
e.g., [4]), including the present one.

One of the “Grand Challenges” identified by the US Office
f Naval Research in the late 1990s was the need to invest
ore strongly in such a Materials-by-Design approach for the

evelopment of advanced Naval materials, particularly alloy
teels. To this end, a team of researchers from several sub-
isciplines at the Naval Research Laboratory (NRL), along
ith scientists from George Mason University and Los Alamos
ational Laboratory, was assembled to develop the framework

or such a program. This team includes the physicists, computa-
ional materials scientists, experimental materials scientists, and

echanical engineers who comprise the author list of this paper.
he areas of expertise employed include first principles methods,
emi-empirical atomistic calculations, a variety of microstruc-
ural characterization techniques, and mesoscale modeling of

aterial response (stress/strain evolution).
One of the primary overall goals of the program described

ere is to develop a methodology at NRL for helping to reduce
he development time of future Navy steels. In some respects,
his program compliments the well established efforts of Olson
nd coworkers [1,2], while at the same time focuses on other
ypes of alloy systems, and brings to bear some different, new
ools (e.g., new 3D analysis capabilities, advanced atomistic and
ight-binding calculations, etc.). In addition to developing alloys
ith a good combination of strength and toughness, two required
erformance criteria of immediate importance include eliminat-
ng (or significantly reducing) magnetic signature and improving
orrosion resistance, in order to enhance performance capabili-
ies and reduce total ownership costs of future Naval structures.
long these lines, a commercial superaustenitic stainless steel
eveloped by Allegheny Ludlum (designated “AL6XN”) was
elected as a baseline composition from which to begin the
xperimental portion of this program, in order to provide quan-

itative input, guidance, verification, and enhancements to the

odels. The composition of this alloy is provided in Table 1.
An important aspect of this research is thus the use of

ultiple computational techniques ranging from the atomistic

able 1
omposition of AL6XN® Alloy (Allegheney Ludlum)

lement wt.%

e 48.2
i 24
r 20.5
o 6.3
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ength scale to the continuum response of a material. This
ncludes employing first-principles electronic structure calcu-
ations to create a database of energetic and electronic structure
nformation for a variety of crystal structures. This database
as also used to create a parameterized tight-binding (TB)
amiltonian which can be used to study larger systems, at a

omputational cost low enough to permit molecular dynam-
cs calculations. Semi-empirical angular dependent potentials
ADPs) were developed based on the embedded atom method
EAM), and were fitted to the first principles database as
ell as to existing experimental data. These potentials were

hen used in Monte-Carlo and molecular dynamics simulations,
hich were employed to calculate grain boundary structure,

nergy, and segregation. Examples of output calculated by these
echniques include formation energies of phases, elastic con-
tants, coefficients of thermal expansion, and grain boundary
tructure, energy, and segregation behavior. Experimental tech-
iques employed include optical microscopy, scanning electron
icroscopy (SEM), transmission electron microscopy (TEM),

nergy dispersive spectroscopy (EDS), electron backscatter
iffraction (EBSD) analysis with orientation mapping (OM),
nd serial sectioning in conjunction with computer-based three-
imensional (3D) reconstruction, scientific visualization, and
uantitative analyses. Results thus obtained include misorienta-
ion and 3D boundary plane analyses, compositional analyses
f precipitates and grain boundaries, and 3D morphology,
nterconnectivity, and crystallography of matrix and precip-
tate grains. These experiments guide the lower-scale first
rinciples and atomistic models, and are also required for image-
ased mesoscale finite element models (FEMs) of materials
esponse which use real (experimentally obtained) 2D and 3D
mages/micrographs of microstructures as input. In such mod-
ling, particular emphasis is placed on identification of critical
icrostructural features that generate local regions of high stress

nd strain that will initiate localized plastic deformation and
otentially failure in the material. In all components of this
rogram, the results are integrated by passing data (in both direc-
ions) between team members and across various length scales.

The purpose of the present paper is thus to provide a brief
verview of our methodology and team, to present a few
epresentative examples of results obtained to date, and to
emonstrate how such results fit together across the various sub-
isciplines and length scales. Since a comprehensive report of
ll of the results produced from the current effort would be too
engthy to present in this single paper, further specifics and more
etailed results are provided in a number of companion papers to
his one [5–8]. Additionally, ongoing efforts are centered about
urther application of this methodology to alloy design.

. Computational and experimental methodology

A suite of computational tools employed previously by the
arious members of the team assembled here has been fur-

her developed and integrated over a range of length scales,
long with relevant experimental characterization capabilities
or model development and verification. These computational
ools allow for data to be passed from the smallest to rela-
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ively large length scales, providing for enhanced modeling, and
nsuring consistency in the material property and performance
alculations. Examples of the types of data that are passed (in
oth directions) between tasks and across length scales include:
ormation energies of phases, interatomic potentials, elastic
onstants, coefficients of thermal expansion, grain boundary
tructure and segregation, grain boundary statistics (including
requency of special grain boundaries), three-dimensional mor-
hology and interconnectivity of matrix and precipitate grains,
rain crystallography/texture, local stress and strain states, and
ield surfaces. Before presenting some of the results of the cal-
ulations and experiments, the various techniques and models
mployed will be described in more detail.

.1. First principles and atomistic models

“First principles” refers to calculations that are based on
uantum mechanics and require no experimental input. These
ypes of techniques are computationally intensive and are thus
sually limited to small numbers (hundreds) of atoms. The first
rinciples models employed here make use of density functional
heory (DFT) [9] as applied in the linear augmented plane wave
LAPW) [10] method using the generalized gradient approxima-
ion (GGA) [11]. These models have been employed to calculate
among other properties) the energy of formation, and thus the
elative stability, of a number of possible relevant phases. They
re also used in conjunction with more empirical formulations
o develop atomistic potentials which can be used in less compu-
ationally intensive types of simulations (see below). In parallel
ith the first principles calculations, the Stoner criterion [12]
as occasionally employed to approximate magnetic behavior.
pecifically, the product of the density of states at the Fermi

evel, N(Ef), times a matrix element 〈I〉, is known as the Stoner
riterion, and a material is predicted to be ferromagnetic if this
roduct is greater than 1.0. The parameter 〈I〉 is determined
rom first-principles from the angular momentum components
f N(Ef) and the radial wave functions as computed in a band
tructure calculation. The parameter 〈I〉 is related to the magnetic
usceptibility, S, through the expression: S = 1/(1 − N(Ef)〈I〉).

Data derived from the first-principles calculations can be used
o create Hamiltonians which can be extended to significantly
arger systems, i.e. thousands of atoms with quantum mechanics,
nd millions of atoms with atomistic potentials. In the present
ase, the tight-binding method (TBM) [13] has been employed
o develop the Hamiltonians by fitting to first principles results.
nteratomic potentials have been constructed by employing the
ngular-dependent potentials (ADP) method with parameters fit
o a combination of the first principles (LAPW) calculations,
BM calculations, and experimental information.

In particular, a new ADP method, which is a generaliza-
ion of the embedded atom method (EAM) has been developed
o address the strong need for non-central force potentials for
ransition metals. This method can include explicit temperature

ependence of interatomic forces as well as magnetic effects [6],
hich allows for significant improvements in the accuracy and
tility of the models. More specifically, this technique begins to
vercome limitations of previous EAM models of Fe in prop-

2

t
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rly accounting for the FCC-to-BCC transition in steels. The new
DP potential for Fe and the Fe–Ni binary system is employed

n conjunction with Monte-Carlo simulations to calculate grain
oundary structure and segregation. The virtual “mechanical
esting” of grain boundary decohesion [14] can then also be
erformed to asses the effect of the segregation on mechanical
trength of grain boundaries.

In all cases, relevant parameters are passed between the var-
ous models, and the models are being continuously guided,
erified, and enhanced by critical experimental input, in order
o insure that they address realistic material characteristics and
roperties of importance in developing new alloy steels. Details
f how the experimental data are integrated with the com-
utational models will become evident in Sections 2.2, 2.3
nd 3.

.2. Microstructural characterization

A variety of microscopy techniques are being employed in
rder to provide the experimental input that is so critical to
erification and guidance of the models, and thus ultimately to
he predictive efforts of this program. These techniques, which
ave been initially applied to the baseline AL6XN alloy, include
onventional optical microscopy, scanning electron microscopy
SEM), transmission electron microscopy (TEM), and energy
ispersive spectroscopy (EDS). These methods are used to
etermine the morphology, interconnectivity, crystallography,
nd local elemental chemistry of the matrix (austenite) and
recipitate (sigma) phases. Additionally, electron backscatter
iffraction (EBSD) analysis in conjunction with orientation
apping (OM) is employed to obtain crystallographic grain ori-

ntations and grain boundary misorientations and types, over a
tatistically relevant number of grains (i.e., hundreds of grains
or each map).

The aforementioned experimental techniques are all based on
bservation of two-dimensional (2D) planes of polish, or nearly
D slices through the material in the case of a TEM thin foil.
s has now been shown by a number of different studies in a
ariety of materials systems, these conventional 2D techniques
re simply inadequate for accurate determination of the true 3D
ature of the microstructure for most materials of even moder-
te microstructural complexity (e.g., see [15–22]). Thus, serial
ectioning with computer-based three-dimensional (3D) recon-
truction, scientific visualization, and quantitative analysis have
een employed in conjunction with optical microscopy, SEM,
nd EBSD/OM to provide critical 3D information on the mor-
hology, interconnectivity, and crystallography of the austenite
nd sigma phases in the superaustenitic stainless steel employed
ere (AL6XN). In addition to providing guidance and verifica-
ion for the atomistic models, this 3D data also serves as required
nput for the 3D image-based mesoscale FEM models used to
redict materials response.
.3. Mesoscale modeling of material response

In employing computational techniques to aid in alloy design,
he atomistic models described above can be used to predict
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including the tetragonal L10 and L12 phases, are lowest in
energy. In more recent calculations, both Cr and C are being
considered, in addition to Ni. A major objective of these calcu-
lations is to identify any “new” phases that might either offer
G. Spanos et al. / Materials Science an

ome of the key microstructural features (e.g., phase stability,
rain boundary structure and segregation, etc.) and important
roperties (e.g., magnetic behavior, elastic properties, etc.), as a
unction of alloy chemistry and thermomechanical processing.
ut modeling of larger scale materials response is also required

o develop predictive capability which will enable criteria such
s yield strength and/or impact toughness to be implemented in
he alloy design cycle. In this regard, it is important to be able
o predict the evolution of stress and strain generated in real

icrostructures, to levels which ultimately result in the initiation
f macroscopic yield and eventually failure.

Image-based mesoscale modeling techniques developed
t NRL [8,23] have therefore been employed. The models
re termed “image-based” because the finite element mesh
eometries are derived from micrographs taken from real
icrostructures (experimentally obtained), rather than from

ome assumed or simulated grain distributions or structures.
dditionally, the crystallographic orientation of each grain in

he models is assigned based on the experimental measurements,
ather than on a statistically representative distribution of orien-
ations. These models are thus initially derived directly from
D orientation maps (measured using EBSD), which give the
ocal grain orientation, phase type, and presence or absence of
grain boundary, at each pixel in the 2D mesh. Finite element

nalyses of stress/strain evolution are therefore performed in
hich fundamental types of displacement boundary conditions

re applied using ABAQUSTM software, to meshes developed
rom the experimental data.

Additionally, similar to the 2D models, 3D image-based
esoscale models are employed which use as input the experi-
ental 3D reconstructions of the microstructure. In these mod-

ls, a 3D reconstructed volume is converted into a finite element
esh as a regular grid with elements centered around each voxel

8]. A single averaged crystallographic orientation is assigned
o each grain in the 3D mesh. As in the 2D simulations, different
imple displacement boundary conditions are then applied, and
tress and strain are allowed to evolve within the microstructure.
articular emphasis is placed on identification of local regions
f maximum stress and strain states which indicate potential
icrostructural features where plastic yield, strain localization,

nd/or initiation of damage or even failure will occur.
From the finite element data, stress and strain state visualiza-

ion techniques have also been developed, in which the principle
tresses and strains are mapped in the appropriate stress or strain
pace to visualize the stress/strain states of all locations in the
pecimen geometry employed in the model. The major regions
f these plots represent states of uniaxial tension, uniaxial com-
ression, pure shear, and equal biaxial tension.

. Results and discussion
In order to provide some detail of the types of output resulting
rom this approach, a few representative results from each com-
onent of the program will now be presented. Further detailed
esults are reported in a number of other related references
5–8,24].
ig. 1. Stoner criterion for magnetic stability in the Fe–Cr system (CPA: coher-
nt potential approximation; VCA: virtual crystal approximation).

.1. First principles/atomistic model results

Initially, the Stoner criterion [12] was used as an approxi-
ation to determine the feasibility of significantly reducing the
agnetic signature of advanced alloy steels in the BCC (body

entered cubic) state. The results indicated that this cannot be
ealistically accomplished in BCC ferrous alloys of interest. For
nstance, for the particular case of Cr in Fe, in order to reduce
he Stoner parameter to less than 1 (an empirical threshold often
sed to represent a minimum magnetic signature), these cal-
ulations indicate that unrealistically large amounts (∼40% or
ore) of Cr would be required—see Fig. 1. At these levels of
r, both thermodynamic calculations and experimental observa-

ions indicate that the BCC structure would be unstable at room
emperature.

DFT/LAPW calculations were also performed to determine
he stability of different possible phases in the Fe–Ni system.
hese results, shown in Fig. 2, indicate that FCC-based phases,
Fig. 2. Calculated Fe–Ni phase stability diagram.
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Fig. 3. Ni segregation at two
∑

9 boundaries in FCC Fe–30 at.% Ni alloys
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enefits, or be deleterious, to material properties, in order to
nclude them into design cycle considerations. One such exam-
le is the possibility of formation of an Fe2Ni phase in what is
ermed the C11f-structure. This structure consists of two layers
f iron with one layer of nickel, stacked in the [0 0 1] direction.
he first principles calculations performed here indicate that this
tructure can have a very low energy (see Fig. 2), but this phase
as not been widely reported in the alloys currently under con-
ideration. If this layered compound phase formed in certain
istributions, it might, for instance, contribute to strengthening.
s just one example of how information from the first principles

alculations is then passed on to the experimental characteriza-
ion team members, transmission electron microscopy (TEM)
s being performed in the base alloy, AL6XN, in part to verify
he presence or absence of the C11f-Fe2Ni phase. Initial TEM
tudies have not revealed any Fe2Ni phase.

One test of the accuracy and/or utility of the tight-binding
emi-empirical atomistic potentials and the LAPW calculations
s to compare the formation energies and/or elastic constants of
pecific phases calculated by each of these methods to exper-
ments. In this regard, Table 2 shows a comparison of elastic
onstants for the magnetic elements, Fe, Co, and Ni, computed
sing the tight-binding and/or the LAPW method, and the cor-
esponding experimental values. The tight-binding method was
lso used to calculate vacancy formation energies, Evf, using a
16-atom super cell, including relaxation. For Fe the calculated
vf is 2.33 eV compared to the experimental value of 2.0 eV. The
i calculation turned out to be even more accurate, matching

lmost exactly the experimental value of 1.6 eV.
Additionally, for the many different types of calculations

mployed in this project, more recent efforts have been focused
n including simultaneously the contributions of the major alloy-
ng elements of interest for the alloy steels under consideration,
.e., Fe, Ni, Cr and C. The interatomic potentials developed in
his program have been used in Monte-Carlo simulations of grain
oundary structure and segregation, with particular emphasis
laced on the types of grain boundaries that the experimen-
al input (see Section 3.2) suggests are of most importance. In
his vein, segregation of Cr and Ni to grain boundaries is of
ractical importance in that it can dramatically affect corrosion
nd other properties at and adjacent to the grain boundaries.

nitial calculations have shown that for the same lattice misori-
ntation across a grain boundary (i.e., FCC

∑
9 boundaries in

e–Ni alloys), the segregation of Ni depends not only on the
isorientation between the grains, but is strongly affected by

v
s
b
d

able 2
lastic constants calculated for Fe, Ni, Co

= aexp Fe Ni

TB LAPW Experimental Experimental

138 159 173 185

11–C12 128 112 96 95

11 223 234 237 249

12 95 121 141 153

44 78 83 116 118

11–C12 and C44 are not included in the fits.
austenite) at T = 1200 K; each of these
∑

9 boundaries has a different plane
nclination. This result demonstrates that the segregation depends sensitively on
he boundary plane inclination.

hanges in the 3D inclination of the boundary—see Fig. 3. This
ifference in segregation behavior is obviously due to changes
n boundary structure that result from different boundary incli-
ations, in similar fashion to results reported for segregation
o different boundary structures in BCC �-iron [25]. In par-
icular, Fig. 3 shows the calculated Ni concentration versus
istance from the grain boundary for two

∑
9 boundaries (as

efined by coincidence-site lattice nomenclature) with the same
rain boundary misorientation but different crystallographic
ormals. As seen in the figure, significant differences in the
i concentration, as well as the distance over which fluctua-

ions in concentration occur, are observed for the two boundary
ypes. Conventional EBSD can measure the crystallography
nd misorientation between two grains (i.e. four of the five
egrees of freedom needed to define the boundary fully), how-
ver, the inclination can only be measured using 3D sectioning
nd reconstruction techniques. The differences in segregation
aused by 3D boundary structure shown through the calcula-
ions described here, and the anticipated corresponding effects
n corrosion resistance are significant, and further indicate that
D microstructural analysis is required for a complete under-
tanding of the behavior of this material.

The grain boundary segregation characteristics, as well the
oundary structures (see examples in Fig. 4) and energies pro-

ide important information for predictions of material response,
ince these parameters affect such properties as slip across the
oundaries, decohesion of boundaries during failure, and pre-
ictive models of grain growth.

Co+

TB TB LAPW Experimental

175 C11 306 325 287
114 C12 231 165 158
251 C13 222 105 116
137 C33 283 365 322
69 C44 36 90 66
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Fig. 4. Calculated atomic structures and energies for the
∑

3(2 1 1)[0 1 1]
boundary in the Fe–30% Ni alloy (austenite) and in pure Ni. The lines outline
the rhombic structural units forming the boundary structure and the intrinsic
stacking fault ribbons extending from the boundary into the upper grain. Each
stacking fault terminates at a Shockley partial dislocation. The longer stacking
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aults in the austenite point to the smaller stacking fault energy, in comparison
ith pure Ni. This simulation demonstrates the significant effect of chemical

omposition on grain boundary structure.

.2. Microstructural characterization

Electron backscatter diffraction (EBSD) and the associated
rientation mapping (OM) in 2D were utilized to provide statis-

ics on austenite grain orientations and grain boundary types. A
ypical orientation map (also referred to as an “Inverse Pole
igure Map”) is shown in Fig. 5(a), and a “boundary type”
ap from a representative area of the austenite matrix is pre-

m
f
i
i

ig. 5. Grain boundary structure and special boundary populations in AL6XN. (a) Inv
rientation of each grain. (b) Boundary map showing

∑
3,

∑
9, and

∑
27 CSL bou
ineering A  452–453 (2007) 558–568 563

ented in Fig. 5(b). These results provide input to the alloy
esign approach in a number of ways. For example,

∑
3 bound-

ries are quantified and shown to be very prominent in this
ecrystallized FCC material (Fig. 5(b)), and these boundaries
ave been reported to significantly affect corrosion resistance as
ell as mechanical behavior [26–33]. In particular,

∑
3 bound-

ries are expected to enhance corrosion resistance [26] but may
egrade fatigue properties [27]. Additionally, these orientation
aps provide critical guidance to the first principles calcu-

ations and atomistic models by defining the boundary types
and their relative frequency) that are present in the steel, and
hat are thus emphasized in the calculations (such as

∑
3 and

9 boundaries—compare Figs. 3–5). This information then
rovides the initial conditions for the atomistic calculations
f grain boundary structure, energy, and segregation (e.g., see
igs. 3 and 4). Finally, microstructural data such as that shown

n Fig. 5(a) is used as direct input to the mesoscale image-based
odels of materials response (see Section 3.3).
Analyses of precipitate phases, particularly sigma in

he AL6XN, are also performed using a combination of
ptical microscopy, OM/EBSD, and TEM. Sigma is a
on-stoichiometric secondary intermetallic phase typically con-
isting of (Fe, Ni)x(Cr, Mo)y in austenitic steels, and it can be
specially deleterious to fracture toughness. Fig. 6 shows sigma
recipitates along the AL6XN plate centerline, both at austenite
rain boundaries and within austenite grains. Further analyses
ave shown that the sigma particles on the grain boundaries con-
ribute to pinning of these boundaries during recrystallization
7]. Since these particles can have a detrimental effect on both

echanical performance and corrosion properties, their volume

raction, morphology, connectivity, crystallography, and chem-
cal composition must be properly determined, and considered
n the modeling efforts, in order to elucidate their potential for

erse pole figure map of one section, indicating the out-of-plane crystallographic
ndaries, and general high-angle boundaries.
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Fig. 6. (a) SEM micrograph showing coarse and fine sigma particles along the
centerline of the AL6XN plate. (b) Optical micrograph of sigma particles at
austenite grain boundaries and within austenite grains. (c) Orientation map with
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els are shown in Fig. 9. In this example, regions of maximum
igma particles decorating austenite grain boundaries. Color legend is the same
s that in Fig. 5(a).

uch deleterious effects. In addition, the mechanism by which
hese particles form should be understood in order to con-
rol their evolution, for enhanced material performance. In this
egard, TEM imaging, diffraction, and elemental (EDS) anal-
ses have also been performed for determination of the size,
orphology, crystallography, and stoichiometry of the precipi-

ate phases in the super-austenitic alloy studied here. One such
xample is presented in Fig. 7, which contains a bright field

EM micrograph of a sigma precipitate within the austenite
atrix (Fig. 7(a)), along with the corresponding selected area

iffraction pattern (Fig. 7(b)), and the EDS spectra from the

a
r
m
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article (Fig. 7(c)). These precipitate distributions are also being
nputted into the mesoscale image-based finite element models
f materials response described in Section 3.3.

Three-dimensional (3D) analyses of both the austenite
matrix) grains and the sigma (precipitate) particles are per-
ormed by serial sectioning and 3D reconstructions from
ptical micrographs, in conjunction with EBSD/OM crystal-
ographic analyses, and also by X-ray tomography. Fig. 8
hows a 3D reconstruction of the austenite matrix grains, with
he volume of this reconstruction measuring approximately
50 �m × 250 �m × 160 �m. The color legend corresponds to
he crystallographic orientation in the direction of the grey arrow
ndicated in Fig. 8(a) and (b). Combining 3D reconstruction of
he microstructure with crystallography is providing a wealth
f information about the microstructure that cannot be inferred
r calculated from 2D images, in particular the crystallographic
ormals of grain boundary planes, which are necessary for the
ull 5 degree-of-freedom definition of the boundary. As men-
ioned before, these results provide the critical input needed
or both the 3D mesoscale image-based models described in
ection 3.3, and also to the semi-empirical atomistic mod-
ls. In the latter case for example, measurements of the grain
oundary inclinations directly from 3D reconstructions are used
s input conditions for the segregation calculations discussed
bove. Such grain boundary plane characterization provides far
ore information regarding the special properties of boundaries

han typical misorientation-based descriptions obtained from 2D
nalyses. Additionally, the 3D distributions of sigma particles
and voids associated with them) are also being obtained by
D X-ray tomography techniques [34]. These new results are
roviding important insight into the potential for such sigma
plus void) networks to provide potential fracture paths, and will
lso be considered in the 3D mesoscale image-based materials
odels described below.

.3. Mesoscale image-based modeling results

Both 2D and 3D image-based mesoscale finite element
odeling (FEM) is performed to simulate stress/strain fields

enerated in the heterogeneous microstructure, and thus
esoscale stress/strain response of real microstructures under
echanical loading conditions. In these models, 2D and 3D

mages are used as direct input to generate finite element meshes.
regular grid is created with each pixel (2D) or voxel (3D) at

he center of an element in the mesh, and an averaged crystallo-
raphic orientation is assigned to each grain. The finite element
imulations are conducted using anisotropic elasticity-based
onstitutive models, and are thus applicable up to the point of
nitial material yield. The interactions between crystallographic
rientation, applied loads, constraints, and microstructural mor-
hology can thus be discerned. Further details of these models
re provided in [8,23].

Some representative results from the 2D image-based mod-
nd minimum local strains are shown to be a function of the
elative grain crystallography, elastic anisotropy, the local grain
orphology (e.g., grain corners, etc.), and the externally applied
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ig. 7. TEM results of a sigma particle in the austenite matrix. 8(a) bright fiel
AD pattern taken with a [1 1 5]� beam direction; 8(c) corresponding energy di

tress state. For instance, these regions are in complex states of
ocal stress or strain, depending on the local grain morphol-
gy and crystallography. In the example presented in Fig. 9,
he ratio of local strain to applied strain (both normal to the
oading direction) ranged from −1 < (εlocal/εapp) < 3. Therefore,
ocal strain states can be reversed (from positive to negative)
n some microstructural regions. These simulations have also
hown that such local states of strain (and/or stress) change dra-
atically depending on the nature of the externally applied stress

tate, due to elastic anisotropy of each grain and local compati-

ility requirements. These types of mesoscale models could also
e combined with other scaled-up continuum FEM models of
tress states generated in various macroscopic components of

t
t
s

ig. 8. 3D reconstruction of austenite matrix in AL6XN (taken from [7]). (a) The re
38 individual grains and twins. The color key corresponds to the crystallographic d
lane. (b) Interior view of the austenite matrix, with some grains removed to show gr
image of the sigma particle with dislocations around it; 8(b) corresponding
ive spectroscopy (EDS) compositional analysis taken from the same particle.

avy ships, such as T-stiffeners in a double hull design, butt
oints in deck weldments, etc.

More recently, image based FEM models have been mod-
fied at NRL to use real 3D microstructural data as input to
imulate more realistic 3D material responses. Besides the dif-
erences in the type of experimental data used as input, a
ajor distinction between the 2D and 3D models is the abil-

ty to relax the plane strain boundary conditions required in
he 2D models. Some initial results are provided in Fig. 10,
hich shows the contour plots of maximum strain normal to
he loading direction resulting from 0.2% applied strain with
hree different constraint conditions. By comparison with the 2D
imulations, even these preliminary 3D simulations have shown

constructed area is approximately 250 �m × 250 �m × 160 �m, and contains
irection parallel to the grey arrow, which is also the normal to the sectioning
ain morphology.
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ig. 9. (a) Example 2D orientation map for austenitic region of super austenitic s
lot of the εyy (strain) from uniaxial stretch loading conditions and 0.2% applie

hat there are very large differences in the materials response of
he microstructure when considered in 3D, as opposed to 2D.
hat is, the nature, magnitude, and location of the local regions
f maximum and minimum stress and strain are very differ-

nt in 3D, as compared to the results of the 2D calculations
f similar microstructures in the same material. For example,
igh stresses develop around different microstructural features
n 2D than in 3D. From 2D image-based FEM simulations, it was

g
w
n
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Fig. 10. 3D image-based model results showing contour plots of the strain
ss steel with (b) corresponding image-based model results showing the contour
in in the y-direction.

bserved that stresses were highest at the regions surrounding
rain boundaries, and that different loading conditions resulted
n high stresses developing near different types of boundaries.
pecifically, for tensile loading conditions, highest stresses were

enerated near faceted grain boundaries (i.e.

∑
3 boundaries),

hereas under shear loads, the highest stresses are generated
ear non-faceted (curved) grain boundaries. A somewhat anal-
gous relationship is observed in three dimensions, however, in

normal to the loading direction for three different constraint cases.
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Christodoulou, program manager), while the work of JFB
G. Spanos et al. / Materials Science an

D it is the triple junctions (grain edges) where highest stresses
re observed under tensile loading conditions. These types of
D models are thus important for alloy design programs which
ttempt to accurately predict the mechanical properties of alloys.

more thorough analysis of these results is presented in the
ore detailed studies [7,8].

. Summary

This paper provides a brief overview of a multidisciplinary
ffort at the Naval Research Laboratory (NRL) aimed at devel-
ping a methodology to assist in the design of advanced Navy
teels. In addition to consideration of some details of the tech-
iques and/or models employed, a few representative results
ave been presented here. In this way, a description of the types
f output produced by this program has been provided, so as
o demonstrate how these results are melded across various dis-
iplines and length scales, in order to enhance capabilities for
esigning advanced Navy steels.

In particular, first principles calculations including density
unctional theory (DFT), linear augmented plane wave analyses
nder the generalized gradient approximation (LAPW/GGA),
nd the Stoner criterion (for magnetic behavior) have been
mployed in conjunction with atomistic calculations, which rely
n a limited amount of experimental data, but can address much
arger systems. The latter calculations include the tight-binding

ethod (TBM) to create Hamiltonians which can be extended
o systems of thousands of atoms with quantum mechanics, and

illions of atoms with semi-empirical angular dependent poten-
ials (ADPs). These potentials, which were developed here for Fe
nd the Fe–Ni system, include non-central atomic interactions
nd may later include temperature dependence and magnetic
ffects. Using the ADP potentials as input, the Monte-Carlo
ethod has been employed to calculate the grain boundary struc-

ure, energy, and segregation, and to perform virtual “mechanical
esting” of grain boundary decohesion in Fe–Ni alloys represent-
ng a prototype of austenite in steels. Examples of output data
alculated by these techniques include formation energies of
hases, elastic constants, coefficients of thermal expansion, and
rain boundary structures, energies and segregation.

Experimental techniques have been applied to a commer-
ial super-austenitic stainless steel (AL6XN) which serves as

baseline composition from which to provide quantitative
xperimental input, guidance, verification, and enhancements
o the models and simulations. The experimental methods
nclude optical microscopy, scanning electron microscopy
SEM), transmission electron microscopy (TEM), energy dis-
ersive spectroscopy (EDS), and electron backscatter diffraction
EBSD) analysis with orientation mapping (OM), as well as
erial sectioning and X-ray tomography in conjunction with
omputer-based three-dimensional (3D) reconstruction, scien-
ific visualization, and quantitative analyses. Data thus obtained
nclude grain and grain boundary statistics based on both mis-

rientation and 3D boundary plane analysis (e.g., frequency
f special grain boundaries, grain boundary inclinations in
D, etc.), compositional analyses of precipitates and matrix
rains, and three-dimensional morphology, interconnectivity,

w
E
t
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nd crystallography of matrix and precipitate grains. These
esults provide critical guidance to the lower-scale first prin-
iples and atomistic models, and are the direct input required
or image-based mesoscale FEM models of materials response.

The image-based mesoscale models are applied to 2D
mages/micrographs, as well as to 3D reconstructions taken from
eal (experimentally obtained) microstructures, and use finite
lement techniques to simulate stress and strain evolution at the
esoscale. These 2D and 3D models take the real microstruc-

ure (inputted into the FEM mesh), apply various stress states,
nd allow the stress and strain to evolve within the microstruc-
ure. In this way, these models examine the interactions between
rain morphologies, elastic anisotropy, and applied stress states.
articular emphasis is placed on the identification of microstruc-

ural regions that develop high local stresses and strains which
ill initiate plasticity and may eventually lead to failure. Addi-

ionally, novel stress/strain visualization techniques have been
eveloped for the mesoscale modeling results; these techniques
rovide for a better understanding of how the heterogeneous
eformation fields, due to microstructure, produce mechanical
esponse at the mesoscale.

In all components of this multidisciplinary program, data is
assed (in both directions) between team members and across
arious length scales, and the results are being integrated in
uch a way as to be able to provide guidance for prediction and
esign of optimized alloy compositions and processing proce-
ures. Only a few representative results from each of the tasks
ave been presented here, in order to provide a brief overview
f the program. More thorough analyses from each of the com-
onents of this effort are provided in a number of companion
apers to this one [5–8]. Additionally, ongoing efforts are cen-
ered about further application of this methodology to alloy
esign. For example, using the methods described here, changes
n alloy composition (in this case changes in Ni, Cr, and C about
he AL6XN baseline composition) are being examined for their
imultaneous effects on the magnetic properties, phase stability,
nd potential precipitation reactions. Additionally, the distribu-
ions of grain boundary types (e.g.,

∑
3,

∑
9, and general grain

oundaries) and their effect on the overall mechanical (through
EM models) and corrosion response are being investigated.
ariations in thermal processing cycles can also be considered

n a similar fashion. The ultimate goal of such examinations is
o provide recommendations for optimum composition ranges
nd processing cycles with respect to magnetic, corrosion, and
echanical properties.
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